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Abstract—During a disaster, conventional communications
infrastructures are often compromised, which prevents local
populations from contacting family, friends, and colleagues. The
lack of communication also impedes responder efforts to gather,
organize, and disseminate information. This problem is made
worse by the unique cost and operational constraints typically
associated with the humanitarian assistance and disaster relief
(HADR) space. In response, we present a low-cost, scalable system
that creates a wide-area, best-effort, ad-hoc wireless network for
emergency information. The Communication Assistance Technol-
ogy over Ad-Hoc Networks (CATAN) system embraces the maker
and do it yourself (DIY) communities by leveraging open-source
and hobbyist technologies to create cheap, lightweight, battery-
powered nodes that can be deployed quickly for a variety of
operations. CATAN enables geographically separated users to
share information on standard interfaces, i.e. web and SMS, over
commonly-used communication interfaces, i.e. GSM and Wi-Fi.
These interfaces enable CATAN to accommodate a variety of
digital devices while leveraging the global ubiquity of cellular
devices. By emphasizing simple, mature, technologies, CATAN
avoids many problems that hinder many general purpose ad-
hoc technologies. We have tested our infrastructure in a variety
of environments and have open-sourced the entire project to
encourage collaboration with the greater HADR community.

I. OVERVIEW

During a natural disaster or regional crisis, communications
are often compromised at the affected location. The ability
to communicate in any environmental condition is crucial
because communications enable safe and effective incident
and humanitarian assistance and relief (HADR) response.
It has been recognized that an effective response must be
supported by a broad coalition of international, regional, and
local actors [1], such as emergency managers, civic leaders,
responders, non-government organizations (NGOs), and the
public. Coordinating efforts across these actors requires timely,
reliable and effective modes of communication. As the scale
of an incident or disaster grows, the communications infras-
tructure must also adapt to support an increased number of
responders, jurisdictions and systems across vast geographic
areas. Deficiencies in capacity, interoperability or infrastruc-
ture can strain or overwhelm response capabilities; all of which
are exacerbated during large-scale incidents.

Web-based services and communities operating in the cloud
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have transformed response [2]. However, there is frequently
a disconnect between the realities the information systems
at the affected location and those in the ubiquitous cloud.
Internet enabled web technologies such as crowdsourcing [3]
and social media [4] have helped facilitate interaction across
these actors, but fail when communications at the affected
region are either degraded or nonexistent due to either natural
or human actions. For example, an estimated three million
people were without cellular service immediately following
the Haiti Earthquake (2010) [5]. Similarly, cellphone networks
were overwhelmed in the moments after the 2013 Boston
Marathon bombings [6]. This effectively disconnects the peo-
ple in the affected region from the rest of the world (e.g., their
families, responders); making it difficult to supply the web-
based services with the information that subsequently provide
data products to responders in the field.

Network repeaters and deployable infrastructure can be
leveraged to address the gaps in network coverage and enable
greater availability of response technologies, which improves
overall situational awareness and the effectiveness of response
planning [7]. However, existing technologies and research
prototypes do not provide an end-to-end solution, i.e. re-
establish communication networks, collect information from
the affected area, and share that internet at a reasonable cost.

Over the past ten years, various research efforts have
explored the potential of deployable communication assets [8]–
[11]. Recently, some efforts have prototyped low-cost, small
size, weight, and power (SWaP) communication solutions that
leverage free and open-source software (FOSS) [12], [13].
These prototypes are designed to be concept of operations
(CONOPS) and data agnostic and are not ideal for data
collection and aggregation. Not leveraging these CONOPS and
known information needs limits their robustness and does not
address specific response needs, such as prioritization.

Additionally the logistics of HADR operations are often
stressed [14], reducing the availability and utility of airborne
sensor and communication assets. These assets can also be
cost-prohibitive. Finally, while satellite communications are a
viable method for the re-establishing general-purpose commu-
nications, they too are typically prohibitively expensive [15].

To address this capability gap, we leveraged design prin-
ciples from previous disconnected, interrupted, and low-
bandwidth (DIL)-focused prototypes, but with an emphasis on
reliability, robustness, and compatibility. The Communication
Assistance Technology over Ad-Hoc Networks (CATAN) pro-
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totype meets these design goals by embracing the maker and
do it yourself (DIY) communities and leveraging open-source
and hobbyist technologies to create rapidly deployable, cheap,
lightweight, battery-powered units. CATAN enables efficient
gathering and processing of information in the field as well as
the ability to relay this data to already established services.

II. NEEDS AND ASSUMPTIONS

Disasters that require HADR response often experience
infrastructure outages that destabilize the communication en-
vironment. These outages hinder collaborative command and
control across all participating response agencies and impair
the ability to collect, process, and distribute accurate infor-
mation from disparate systems and platforms [16] in a timely
manner. Understanding and designing for these conditions is
paramount to the success of any technology.

The operating environment in a disaster scenario is likely to
be affected by physical phenomena (e.g., roads, infrastructure,
power) as well as the availability and distribution of communi-
cations technologies (e.g., phones, computers) to the affected
people and responders.

1) Physical Environment: In general, a DIL communica-
tion environment can be the result of compromised infras-
tructure, a remote location with limited communications, or
network saturation. The Federal Communications Commission
(FCC) published a report on deployable communication op-
portunities for restoring critical communication infrastructure,
which defines the characteristics of a worst-case operating
environments [17]. The report predicts a near complete failure
of all conventional communication platforms where access to
roads and bridges may be impassable, thus preventing the
transport of fuel and generators. Furthermore, some operating
environments may have complex geometries that make it
difficult to identify precise communication conditions [18].

While bleak, the FCC report accurately describes the
environments experienced in major catastrophes the past five
years, ranging from Haiti (2010) to Nepal (2015). For example,
Hurricane Sandy (2012) knocked out 25% of cell towers in its
path and required operational towers to run on backup gener-
ators [19]. Thus, in our design we have ensured that our units
are small enough to be air-dropped, or potentially constructed
within the affected region. The potential deployment on small
drones or balloons were also explored.

2) Communications Technology: To understand the needs
and requirements of our front-end communications interface,
which is used to interact with the affected people and respon-
ders, we attempted to identify available consumer communi-
cations technologies that were used in various disasters. We
used the Nepal Earthquake (2015) and Typhoon Haiyan (2013)
as disaster use cases and the United States’s population as a
baseline for potentially affected individuals. In both of these
disasters, mobile phones were heavily used. After the Typhoon
Haiyan (2013) impacted the Philippines, it was reported that
only feature phones were able to connect to the remaining
cellular networks for some areas [20]. In Nepal, 86% of the
population had mobile phones, and 30% could access the
internet [21]. Although the United States has a vastly different
economy, mobile phone usage is similar; 90% of American
adults owned a cell phone in 2014 [22]. Furthermore, unlike

Nepal, 64% of American adults own a smartphone, which also
have internet capabilities. To this end, data-based interfaces
such as IEEE 802.11 Wi-Fi are not necessarily sufficient; sim-
pler technologies, such as short message service (SMS) [23],
are also required.

Amateur radio technology was also used to help coordinate
response efforts after the Nepal earthquake [24]. To maximize
our coverage, we designed our system to be easily adapted to
support numerous communication interfaces and modalities.

A. Bandwidth Environment Assumptions

We also needed to select an appropriate backend commu-
nications technology to support the numerous types of data ex-
changed in disaster scenarios. The technology must also meet
the needs and priorities of the local actors from the effected
region. Locating specific family members and identification
of the dead are prioritized differently across cultures [25]. In
Nepal (2015), for some local Nepalese organizations, locating
their family members was the highest priority. Data collected
for this mission was then leveraged to support other missions,
such as infrastructure or damage assessment. Designing for
this contextual information ensures robustness and the timely
delivery of information in ad-hoc networks [26].

Table I shows a baseline of common activities and their
data requirements. Note that most of the activities do not have
significant bandwidth requirements. For example, simple text-
based activities such as email, GPS coordinates, and SMS can
easily operate with less than 1Mbps of bandwidth.

While the data itself is not bandwidth intensive, the com-
munication network could be bandwidth limited. An NGO
responding to the Nepal Earthquake (2015) claimed that
“[w]ithout question, bandwidth limitations are the single great-
est problem...” Field teams typically operated with less than
0.5Mbps of bandwidth to the internet, for up to ten days
after the earthquake. In this environment, a typical 0.75MB
website would take at least 12 s to load with significant latency
problems.

This highlights the need for a robust communication so-
lution capable of maximizing limited bandwidth and with
the ability to operate independently, i.e. without an internet
connection. Any system requiring a persistent cloud-accessible
connection is likely to fail in disaster scenarios. While the
service should be able to eventually sync with internet-
connected services, when a connection exists, this intermittent
connectivity must be accounted for in the design. Similarly,
the architecture should support network-aware services to
continuously assess the network’s configuration, health, and

TABLE I: Average Size of Potential Data Sources by Usage [15]

Activity Megabytes Megabits
Text only email 0.02 0.16

Average web page 0.75 6

Half hour of navigation directions 2.5 20

One photo 5 40

800 tweets [27] 9 72

One hour of video 500 4000



bandwidth availability to intelligently connect users, services,
and devices.

To identify the state of affected individuals, we require
a means of obtaining their vital information, a system for
processing those details, and a means of communicating that
data to others. Some of the world’s most vulnerable individuals
are internally displaced people (IDP), who have been made
homeless by incidents or disasters. In 2011 alone, there was
over 14 million new IDP due to natural disasters [28].

Google Person Finder [29] has recently become the de facto
internet aggregation system used by the HADR community.
Person Finder is a complete digital solution for collecting,
processing, and communicating people’s state information to
others. Other systems for re-connecting people in affected
regions include the International Committee of the Red Cross
(ICRC) Family Links program [30], which provides online
tracking of individuals, and Facebook’s Safety Check [31],
which similarly enables users to report that they are safe.

For disasters such as the Haiti Earthquake (2010) or the
Japanese Tsunami (2011), Google Person Finder tracked over
50,000 and 616,000 records respectively [32]. Less than two
weeks after the Nepal Earthquake (2015), more than 7,000,000
people were marked as safe using Facebook’s Safety Check
service [33]. Weeks after the Nepal disaster, Google Person
Finder and the ICRC were tracking 8600 and 1120 records
respectively. However, these systems are not always deployed
for all incidents and disasters, and are heavily reliant on
internet connectivity.

Google Person Finder and similar services store individu-
als’ information in formats based on the People Finder Inter-
change Format (PFIF) model [34], an open standard extended
from XML. The PFIF 1.4 data model has a 39 potential
string based fields with only 8 required. Note that imagery are
designated with a URL, not the raw image. Additionally, the
United States Coast Guard search and rescue operations also
leverage text-based message alerts [35]. Hence, a person’s state
can be characterized with text, requiring minor bandwidth.

B. Survivors’ Technology

The democratization of technology through the DIY and
hackerspace movements [36] as well as the rise of modern
web-based technologies have both encouraged user collabo-
ration within the HADR community. HADR response is no
longer exclusively a government or NGO activity. Survivors
and local actors have become an important component to any
response [3]. Systems designed for DIY and FOSS enable
technology that both disaster survivors and local actors can
build and deploy with little external assistance.

The implementation of existing standards and technologies
to support interoperability has enabled multi-organization col-
laboration and the support for diverse CONOPS. We empha-
size that communication interoperability is critical for HADR
because of the large number of organizations that are often
involved in disaster response.

C. Design Objectives

Our system was designed with the following goals in
mind: low cost, interoperabile, mobility, and SWaP (refer to

TABLE II: Design Objectives

Attribute Design Objective
Cost Base system less than $1000

Development Must be open-source to enable community development

Fabrication Assembled by a minimally skilled individual

Interoperability Compatible with multiple data sources and organizations

Mobility Easily and rapidly deployable within 15 minutes

Power 8+ hour endurance

Robustness Acceptable for outdoor use

Size Must fit in a backpack

Weight 3–5 lbs

Table II). We feel that CATAN meets these objectives, while
providing a simple and robust platform to support a wide
variety of operational environments and conditions. The low
SWaP enables deployment on a variety of platforms from (e.g.
small drones, masts, or in a backpack). Additionally, CATAN
is non-proprietary, to encourage open-source collaboration
and continued development. Historically, users and hobbyist
groups, such as the active amateur radio community, have been
a great resource for the development of new technologies and
concepts, and we hope to facilitate their efforts. Fostering an
open design should also help maintain a vendor-agnostic vision
and limit the potential of proprietary components breaking
certification or interoperability standards.

III. CATAN PROTOTYPE

CATAN is designed to provide emergency communication
services using a mesh of portable communication nodes. Each
node provides front-end services for submitting and querying
data, which end-users interact with using one or more front-
end radio technologies (i.e. Wi-Fi or GSM). Each node also
incorporates a back-end radio service, which is used to transmit
and synchronize data between nodes. A central computing
device ties the front and back-end links by performing several
tasks, including: collecting and storing data; responding to
user requests; and routing traffic between nodes (see Figure
1). Any node in the mesh that has internet connectivity will
periodically, and automatically, upload newly received data to
an online repository, such as Google Person Finder. Section V
assesses if the prototype meets the design objectives.

A. Architecture

CATAN is designed to use commercial-off-the-shelf
(COTS) components and be modular to minimize cost and
allow integration of new future technology. For our prototype,
we used Raspberry Pi (Model B+) single-board computers
running the Raspbian Linux distribution for the central control
units. The core CATAN services are written in Python and data
is stored in an SQLite database. The front-end web interface
is written in PHP, Python and JavaScript and served using
the Apache webserver. The Google Map Javascript API [37]
provides a geospatial component to the front-end interface.

The core software services are loosely coupled with the
front and back-end services. The front-end Flask-based web
service reads data from the SQLite database to respond to
user queries. A Python script sends newly submitted data to
the core CATAN service via a local socket, which allows a



single server process to handle all database updates. A basic
website written in Javascript and HTML can then be deployed
on the CATAN node to provide a front-end interface for any
end-user services.

The back end datalink is integrated by extending abstract
base classes for the transmitter and receiver. Class instances are
passed to the CATAN services using the pattern of dependency
injection (or inversion of control). Therefore, any radio can be
integrated into the system by implementing the send and recv
methods of a transmitter and receiver sub-class to communicate
with the specific datalink interface.

B. Front-end Radio Interfaces

CATAN is designed to interoperate with the wireless com-
munication devices that might be available to survivors of a
disaster. The prototype has been designed to provide service
over Wi-Fi and GSM and be flexible enough for other services.

Each node includes a Wi-Fi radio operating as a wireless
access point (AP). Users can use their wireless device to
connect the AP, as they would any other publicly accessible
Wi-Fi network. CATAN has also been designed to provide a
limited set of GSM services by integrating an OpenBTS GSM
base station. Once connected, a user will be automatically
redirected to the locally hosted CATAN web application using
DNS redirection or general packet radio service (GPRS) data
services. The local web application prompts the user to enter
her identifying information and status, which links that identity
to the device. The user is able to query for the status of other
individuals, create records requesting information about others
and to provide status updates for her or other individuals.
Finally, an SMS application allows a user to enter status
information via an automated text-message dialog.

C. Back-end Radio Services

CATAN is designed to be agnostic to the back-end datalink
used to communicate between peer nodes. We have integrated
our prototype system with two different backend datalinks, and
the initial prototype assumes that a particular network of nodes

Raspberry Pi Single Board Computer 

Fig. 1: CATAN System Architecture

uses a single datalink at a time. Typical messages are less than
500 bytes, and pictures can be compressed to a few Kilobytes.

The first back-end datalink uses User Datagram Protocol
(UDP) packets over a peer-to-peer Wi-Fi mesh network. The
mesh network is implemented using Ubiquiti Rocket M2 Wi-Fi
radios. The radios are updated with FOSS firmware from the
Broadband-Hamnet project, enabling operation as a peer-to-
peer network. The firmware is further augmented with software
that allows flooding of broadcast packets across the network.

The second back-end datalink uses very high frequency
(VHF) radios that communicate using unnumbered AX.25
frames [38]. This was inspired by the Automatic Packet
Reporting System (APRS), which has been used for many
years by amateur radio operators to exchange short status
messages across a peer-to-peer network of stations. Previous
research [12] concluded that transmitting at related frequencies
even in heavily treed environments result in coverage extending
beyond one mile. While VHF and APRS system maybe
considered dated technology, they can still provide significant
utility due to frequency penetration.

We used Kenwood TH-D72A handheld radios, which in-
clude built-in hardware for sending AX.25 frames. While the
short information and status messages exchanged by CATAN
nodes seem to map well to unnumbered AX.25 data frames, we
identified some practical limitations that affected the scalabil-
ity. First, the data rates supported by AX.25 implementations
(i.e. terminal node controllers) are typically limited to 1200 or
9600 bits/sec. At these low-data rates, synchronization of node
databases across the network is not practical for more than a
small number of nodes and low-rates of data entry. Second,
typical hardware implementations do not support flow-control
signaling, which limits their utility for broadcast oriented
communications over a congested channel, since there is no
way of knowing when data will be transmitted.

D. Routing

The nodes use a simple flooding protocol over their back-
end datalinks to communicate and synchronize data. Each node
is assigned a Node ID at startup. Each message contains Path
and Visited fields with a bit set for every destination Node
ID. For broadcast messages, all the Path bits are set. If a
node receives a message that it has not seen before, then it
rebroadcasts the message after removing its Node ID from the
Path field and setting its bit in the Visited field. By ensuring
that nodes only accept messages that they have not yet seen,
and only forward messages with empty visited bits, we can
ensure that every node will eventually receive every message.
In the case of a disconnected node, we have implemented a
re-transmission protocol based on unique message identifiers.
Each node periodically broadcasts its global positioning system
(GPS) coordinates and the identifier of the most recently sent
message. This enables every node to have a global view of the
current network state and ensure synchronization.

E. Power and Deployment

The nodes are powered by two 20,000mAh rechargeable
batteries, which allow operation for approximately 18 hours,
according to our testing. This should be sufficient for most
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Fig. 2: CATAN case design

HADR and Public Safety shifts of up to 12 hours and replace-
able during a shift change. A solar-cell power source, common
HADR technology, could also be easily attached using the
external charging port. The entire prototype is packaged in
to a custom-designed enclosure (See Figure 2), which has
external connectors for antennas; and USB and Ethernet ports
for connecting to the Raspberry Pi (for monitoring and gateway
operation). These parts are rated to be splash resistant and
enhance environmental durability.

The entire prototype node, configured with a Wi-Fi back-
end, weighs 4.47 lbs. Notably, the batteries are the heaviest
components at 510 g (1.12 lbs) each for a combined weight
of 1020 g (2.24 lbs). It can be easily carried in a backpack
or deployed via tethered balloon or drone. Many vertical
take-off and landing drones purchased by U.S. Public Safety
organizations have payload capacities of 10+ pounds.

IV. FEASIBILITY TESTING

To evaluate network performance and feasibility, we tested
our system in a controlled RF-environment and in the field.
While an IDP service was prototyped, the emphasis was not on
evaluation of use cases. Testing focused on RF performance of
the interfaces and evaluation of the underlying mesh protocol.

A. Bench Testing

In our experiment, we used two nodes each configured with
Ubiquiti WiFi radios as the backend data links. The Wi-Fi
radios each have separate transmit and receive SubMiniature
version A (SMA) ports. We connected the two nodes by
bridging their radios’ SMA connectors (Tx to Rx) with shielded
co-axial RF cables and signal attenuators. To prevent RF
leakages and contamination, one of the nodes was placed inside
a shielded container.

We adjusted our attenuators to create path loss conditions
in our cables comparable to real world distances between
transmitter and receiver. Each radio operated at 2.4 GHz and
output power at 10 dBm at the Tx connector with no antenna
attached. We measured the background noise level at -95 dBm.
To maintain at least 90% link quality, we found that we needed
a receive signal of at least -77 dBm at the Rx connector. This
corresponds to a signal-to-noise ratio (SNR) 18 dB and allows
for a path loss of approximately 87 dB. We also planned to use
the radios with a 9 dBi antenna on both Tx and Rx connectors
to obtain an additional 18 dB of gain. At 14 dB, the link quality
dropped to approximately 50%. Using the standard free-space
path loss (FSPL) equation (1), we computed that SNR levels of

(a) 30 dB SNR (0.5 km)

(b) 18 dB SNR (2 km)

(c) 14 dB SNR (3 km)

Fig. 3: Throughput and packet loss for various signal to noise ratios
using our backend mesh network.



30 dB, 18 dB, and 14 dB with this configuration corresponds to
distances of approximately 0.5 km, 2 km, and 3 km respectively
between transmitter and receiver.

FSPL = 20 · log
(
4πd

λ

)
dB (1)

Thus, we adjusted our attenuators so that the two radios
had an average SNR of 30 dB, 18 dB, and 14 dB, and we
conducted network throughput and packet loss tests for each
SNR value. We used iperf, an industry-wide standard network
testing tool, to create data streams and measure the throughput
of a network. We ran our tests in full-duplex mode, wherein
both nodes were sending and receiving simultaneously. For
each test, we transmitted data at specified throughput speeds
from 1 Mbps to 25 Mbps from both nodes, and we measured
the actual throughput achieved and the resulting packet loss.
Figure 3 shows our results.

For both SNR 30 dB and 18 dB, we were able to achieve
our desired throughput until our backend link saturated at
approximately 12 Mbps and 8 Mbps respectively. For SNR
14 dB, performance was worse due to much higher packet
loss, but we could still maintain throughput of 1 Mbps from
each side with no loss. Due to the small size of our messages,
1 Mbps is sufficient bandwidth for CATAN’s backend needs.
This is greater than what an NGO’s experience in 2015 Nepal.

Note that our bench test did not quantify the potential num-
ber of simultaneous users accessing a CATAN node. However,
previous research has shown that under normal conditions, over
2000 users can be accessing a public Wi-Fi AP [39].

B. Boston Field Test

We conducted our field test in Boston and Cambridge in
January of 2015. Our primary goal was to determine how
CATAN would perform in an adverse metropolitan setting
after a disaster. We selected an urban environment because it
would provide higher ambient RF noise levels and a realistic
distribution of RF-impeding buildings and other objects. The
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Fig. 4: Observed noise from nodes deployed in field test. (Node 2
was held stationary while node 1 was moving)

observed noise levels from our test can be seen in Figure 4.
Our secondary goals were to determine how portable and
easy it would be to deploy CATAN nodes at street level, and
to determine the extent to which we would need to deploy
CATAN nodes in elevated positions (e.g., on buildings, drones,
or tethered balloons) to achieve line of sight propagation
between nodes. The tallest building in the area was 295 ft high.

For the test, we split into three teams, where each team
carried a node in a backpack and walked around parts of MIT
campus (and inside its boat house) and on the Harvard Bridge
for one hour. During the test, we continuously recorded GPS
coordinates, timestamp, SNR, background noise level, and link
quality between nodes. As we walked around, we also used
mobile phones to add status information to our IDP service
to the nodes the same way that actual users would to test our
syncing functionality In the test, one of the nodes (Node 2)
was set at a stationary point on the side of a river to permit
line of sight to the teams on the other side. Figure 5 shows the
recorded link quality of the mesh network between two of the
nodes for the duration of the test. Note that this figure shows
each node’s point of view. We find it promising that we were
able to achieve up to 100% link quality for distances up to
700 m, and reasonable connectivity up to 1 km.

After returning from the field, we connected a node to the
internet via an ethernet connection and successfully synced our
IDP service with a test instance of Google Person Finder.

V. SYSTEM EVALUATION

Emergency equipment can be evaluated using the fol-
lowing criteria: portability, durability, standards-based con-
nectivity, ease of use, and availability of an internal power
source [40]. Each criterion is rated on a three-factor scale
of insufficient, limited, or exceptional. These criteria have
been previously used to evaluate Public Safety communication
technologies [13], [15].
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Fig. 5: Relative link quality between nodes 1 and 2 during our field
test, as reported by the Ubiquity router.



TABLE III: Prototype Design Evaluation

Criteria Score Description

Portability Exceptional
Small and light enough for
international commercial air carry-on
baggage and easy man-portable

Durability Exceptional
Rating meets IP67. It is protected
against dust and water

Standards Exceptional
Technology is an internationally
recognized standard for both
configuration and end-users

Internal Power Exceptional
Includes an internal, removable,
interchangeable battery source

Ease Exceptional
System can be configured through a
built-in interface requiring no
additional software or equipment

A. Hardware and Software

Portability addresses the overall size and weight of the
system. Environmental durability assesses how well the equip-
ment can withstand typical and extraordinary weather con-
ditions. The durability metrics adhere to those specified by
the IEC 60529 [41] international standard. The standards-
based connectivity criterion addresses the ability to ensure
the interoperability of equipment in the field. Similarly, it is
important to maintain the ability to quickly repair or replace
malfunctioning equipment, which is can be prohibitively ex-
pensive with proprietary technology. The ease of use criterion
evaluates the usefulness of field equipment to someone with
minimal training or setup. The internal power criterion ensures
that the system has an internal, easily-replaced power source,
that is independent of the local power infrastructure.

In our assessment, CATAN’s design achieves the best score
for all criteria (see Table III). Note that a 3D-printed version
of our enclosure has limited environmental durability but still
meets IP54. However, the enclosure could be built with more
durable materials to withstand more harsh environments.

B. Cost and Open Source Evaluation

Table IV lists each of the main components for a CATAN
node with a standard 802.11 Wi-Fi front end and and a
modified Wi-Fi mesh backend. Note that over a third of
the cost is contributed to the batteries, however leveraging
FOSS significantly reduces cost. More importantly, each of the
components leverage standard interfaces, such as USB, and are
common DIY components. This helps ensure that CATAN is
flexible and cheap enough to be included in a “disaster kit.”
Similarly, CATAN can be rapidly assembled by HADR groups
and provide a leave-behind capability at the affected region.

VI. FUTURE WORK

While CATAN fulfills our initial design goals, we have
since identified some potential directions for future devel-
opment. For example, photographs have been shown to be
invaluable for data sharing applications. We hope to add more
photograph functionality to our system (e.g., Snapshot [43],
image recognition), while remaining cognizant of both our
computational and bandwidth constraints. Similarly, our web-
based interface only offers limited access to the user (i.e.
users only “pull” information). We are advocating for an
application store that will enable users to download native

TABLE IV: Baseline CATAN Node Cost

Component Name Quantity Cost
Batteries Anker AK-79AN7906-BA 2 $160

RF Link Ubiquiti Rocket M2 1 $80

Computer Raspberry Pi B+ 1 $45

802.11 Wi-Fi radio ThinkPenguin TPE-N150USBL 1 $40

GPS Receiver GlobalSat BU-353 1 $40

Antennas MonoPrice +9dBi 2 $20

Operating system Raspbian Linux 1 $0

Total Node 1 $385

applications, capable of providing a more seamless and respon-
sive experience (e.g., “push” notifications). Finally, we hope to
continue maturing our network protocols to simply the mesh
network configuration and minimize the interaction required
when bootstrapping a new node.

A

VII. CONCLUSION

While many internet services exist to track and identify
missing or injured persons, disasters often impair the com-
munication infrastructure required to accesses these services,
which hinders the ability to conduct an effective HADR
response. CATAN, a rapidly-deployable communication in-
frastructure, is able to re-enable these communications and
collect vital information from both survivors and responders.
By leveraging popular DIY FOSS, CATAN is able to provide
a flexible development and deployment environment, while
maintaining a low system cost. CATAN was tested in both
a bench and urban environment to ensure that the system was
able to meet current HADR data requirements. The CATAN
software, including the enclosure models, are freely available
on Github (https://github.com/mit-ll) under a BSD license,
enabling others to expand the technology or build their own
CATAN nodes.
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